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# Abstract

The timing of post-discharge care is a significant factor in reducing unplanned hospital readmission. Statistical learning techniques can be applied to the development of models that predict the likelihood of patient readmission during the critical 30 day post-discharge period. The accuracy of these models is dependent on the quantity and quality of data used for training and validation. For Medicare and Medicaid patients who are members of an Accountable Care Organization (ACO), the Centers for Medicare and Medicaid (CMS) provides detailed claims based data that can be used, if appropriately collated, and transformed. This involves the identification and creation of useful features, which when included in the model, increases its predictive strength. Creation of derived features (feature engineering) is a process in which a large number of base dimensions (n) are combined to create a smaller features set![](data:image/x-wmf;base64,183GmgAAAAAAAKADwAEBCQAAAABwXAEACQAAA5cBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAaADCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///73///9gAwAAfQEAAAUAAAAJAgAAAAIFAAAAFALQANEAHAAAAPsCZ/8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjdGAA4lwd2gAELdr4jZkMEAAAALQEAAAkAAAAyCgAAAAABAAAAKnkyAQUAAAAUAmABPAAcAAAA+wLg/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AqN0YADiXB3aAAQt2viNmQwQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAG5umAJAAgUAAAAUAmABigEcAAAA+wLg/gAAAAAAAJABAAAAAQACABBNVCBFeHRyYQAqCnn4+KkAqN0YADiXB3aAAQt2viNmQwQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD1uQAKPAAAAJgYPABMBQXBwc01GQ0MBAOwAAADsAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAJAGABAAIAg24AAwAcAAAJAWABAQEAAgCCKgAAAAkAYAIEi2oiPQIAg24AAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AQ74jZkMAAAoAOQCKAQAAAAABAAAA2OcYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), reducing the complexity of the model while retaining its inherent information value. The inpatient admission diagnoses, in the form of ICD-9 codes, are an example of high dimensionality attributes found in the CMS claims data. Patterns inherent in the combinations of these codes can be used to create an engineered feature. In this study, a taxonomy of patterns of patient diagnoses was developed that was then used as a feature within a random survival forest model that predicts the hazard function (where the hazard event is unplanned readmission) of an individual patient for the first 30 days post discharge. Over the ensuing 30 days after release from hospital, a patient’s likelihood of readmission can be dynamically estimated based on the remaining portion of the hazard curve. Inclusion of the multiple diagnoses feature increased model accuracy to the point where it could be effectively used as a tool for targeting post-discharge patient care.

# Introduction

Reducing 30-day readmissions has become a national priority for medical personnel and government agencies. Jencks, Williams, and Coleman estimate that the cost to Medicare in 2004 of unplanned hospital readmission was $17.4 billion [1]. Thus, there have been numerous efforts to reduce readmissions, including a penalty and incentive program implemented by Centers for Medicare and Medicaid Services, or CMS [2]. Krumholz et al. examine hospital performance, as measured by 30-day readmission and mortality rates, for patients with a primary diagnosis of acute myocardial infarction (AMI) or heart failure (HF) in different parts of the country. The study concluded that 30-day rates differed among hospitals in different parts of the country, and that readmission rates in particular present a good opportunity for improvement [2]. Addressing this need, numerous studies have been conducted to develop predictive models that identify discharged patients at high risk of readmission. In a comprehensive review of 30 studies which developed predictive models for hospital readmission, Kansagara et al. conclude that most readmission risk prediction models perform poorly, corroborating the need for improvement [3]. Considering 30-day readmission rates for general surgery patients, Kassin et al find that postoperative complications appear to drive surgical readmissions [4]. In a broader study on heart failure patients, Amarsingham et al. use a variety of predictors, such as measures of social instability and socioeconomic status, as well as EMR data and data available upon admission, to predict readmissions [5]. Additional studies into readmission targeted Veterans Affairs (VA) hospitals specifically: Kaboli et al. investigate associations between reducing length of stay for VA patients under the concern that a shorter stay would lead to increased readmissions [6]; Glasgow, Vaughn-Sarrazin, and Kaboli focus on VA patients who left against medical advice (AMA), finding that AMA patients had higher 30-day mortality and readmission rates than other discharged patients [7].

To identify discharged patients at high risk of readmission, several studies have developed risk indices. Most notably, van Walvaren et al. develop the LACE index, which uses length of stay (L), acuity of admission (A), comorbidities as calculated via Charlson score (C), and the number of ED visits in the previous six months (E) to quantify odds of readmission [8]. Gruneir et al. validate the LACE index, suggesting the tool can be used to identify candidate patients for post-discharge interventions [9]. Conversely, Cotter et al. apply LACE to a population of older patients, finding that the index was not very predictive in that population [10]. Further studies build upon LACE, including an extension by van Walvaren et al. known as LACE+ [11], and a risk score termed HOSPITAL by Donze which includes hemoglobin, sodium at discharge, and a few other predictors [12].

In this study, we similarly attempt to identify patients at high risk of readmission. Using predictors identified primarily from CMS claims as found in the Claim and Claim Line Feed (CCLF) files provided by the Centers for Medicare & Medicaid Services (CMS), to participating Accountable Care Organization (ACO) [13], in combination with location based socioeconomic predictors available freely online, we identify which patients are at highest risk of 30-day readmission. We employ a random survival forest technique (RSF) to generate accurate predictions and provide insight into which variables are most important. Additionally, we engineer several new features from combined ICD-9 codes in a patient's claim, showing that these claims contain information that can be used in prediction. The next sections detail; the types of data used, the feature engineering process, the modeling technique of random survival forest (RSF), as well as the results of applying the model to a large data set.

# Data Sources

The Centers for Medicare and Medicaid Services, or CMS, established the Accountable Care Organization (ACO) model, where groups of health care providers could unite to form their own ACO. Providers within an ACO work together to coordinate care for the member Medicare beneficiaries. As a result of their collaboration, ACOs are eligible to receive a share of the savings that they generate for the Medicare program [14]. The University of Virginia Health System participates in the Well Virginia ACO, which serves over 20,000 Medicare beneficiaries [15]. The data used for development of the predictive models in this study included claims based information extracted from the Claim and Claim Line Feed (CCLF) files provided by the Centers for Medicare & Medicaid Services (CMS). Because they are transaction oriented, considerable data manipulation was required in order to transform the CCLF records into a set of event history records for each patient describing one or more spells of care that involved one or more episodes of inpatient hospital care. The final data set included 5,364 patients with a total of 10,167 inpatient care episodes[[1]](#footnote-1) encompassed within 9,461 care spells. The earliest inpatient event occurred on 2013-01-01 and the last on 2014-09-17.

In addition to the claims data, additional features in the model consist of a range of socioeconomic variables. Several studies indicate that socioeconomic status and the environments in which patients live can affect their readmission rates [16], [17], [18]. Therefore, to add additional socioeconomic data to the model, we downloaded data for the state of Virginia from the County Health Rankings website provided by the University of Wisconsin Population Health Institute [19]. These variables include demographic health data, such as the percentage of adults in each county who are obese, the percentage of adults who smoke, and the percentage of adults who are diabetic, as well as variables that relate to the level of care available in each county, such as the number of dentists and the number of primary care physicians in each county. With the patient’s address, it was also possible to determine the US census block in which they resided [20]. Using this information it was possible to extract information on a variety of socioeconomic factors [21]. Included in the model were factors related to median income, and level of education.

# Model Development

As described earlier, the performance of the currently published models designed to predict 30 day readmission is poor, suggesting that there are relationships between factors attributable to the patients and their environment, the course of their treatment, the progression of their illness, and the likelihood they will be readmitted within 30 days of discharge, which are too complex to be captured with simpler predictive model algorithms targeting categorical outcomes. In many fields where predictive modeling is used, the desire for the most accurate prediction far outweighs the need for interpretability; this is not generally true in the medical field where there is a tension between prediction and interpretation. If a model is to be designed to predict patient readmission as accurately as possible, it should not be constrained by the requirement for interpretability. Kuhn and Johnson, among others have stated that in a medical setting, it would be unethical to adopt a model that is more easily interpreted at the sacrifice of accuracy. “As long as the model can be appropriately validated, it should not matter whether it is a black box or a simple interpretable model” [22].

# Statistical Learning Technique for Survival Function Estimation

Time to patient readmission data is amenable to the application of survival modeling, a collection of statistical techniques that take into many of the issues inherent in dealing with time to event data including censoring and competing risks [23]. While a variety of algorithms are available for estimation of the survival and related hazard functions in the presence of covariates. However most of these methods rely on restrictive assumptions such as proportional hazards, and are typically parametric in nature, requiring assumption of first, second, and third moments of the generating functions associated with the underlying selected parametric density family. Depending on the assumed density function, nonlinear effects of variables must be handled through transformations or expansion to include specialized basis functions. When there are multiple, possibly interacting covariates present, they are difficult to identify, and typically involves the researcher examining all two-way and three-way interactions, possibly relying on subjective knowledge to narrow the search. Non-parametric methods exist for the estimation of the survival function [24], such as the Kaplan–Meier estimator [25]. The advantage of these methods is their ease of use, but they are most suitable for controlled cohort analysis.

Several methods within the area of statistical learning can be used for functional approximation. Cybenko’s theorem [26] proves that a type of neural network (ANN) which is equivalent to the superimposition of multiple sigmoidal functions, can be used as a near perfect approximator for arbitrary monotonic functions. Unfortunately, ANN methods do not easily take into account censoring as occurs in survival analysis. Random Forests (RF) Another well-known statistical learning method that can be thought of as universal function approximators [27]. RF is a subset of a more general class of ensemble learning[[2]](#footnote-2) based techniques that iterate over combinations of base or weak learners with the resulting learner (the ensemble of the iterated base learners) having greater predictive power . While RF is generally used for regression and classification, Ishwaran et al. [28] have extended the technique specifically for use in survival analysis and is known as Random Survival Forests (RSF). In RFS, the splitting criterion used in growing a tree explicitly invokes survival time and censoring information. The effectiveness of a particular split is measured via the difference in survival expectation for inclusion in each of the new nodes below the split.

# Random Survival Forest

Random survival forest models have been used in a variety of health applications, including in studies on esophageal cancer [29], as well as studies on patients with systolic heart failure [30] and Fontan patients who undergo cardiopulmonary exercise testing [31]. RSF models have even been used outside of the health domain in a credit risk management model for small medium enterprises [32]. However, while random forest techniques have been used in a 30-day readmission setting previously [33], random survival forest techniques had notbeen applied to a 30-day readmission problem. In this paper, we apply RSF models to the 30-day readmission setting, using the randomForestSRC package in R [34].

# Model Development, Training and Testing

A Random Survival Forest (RSF) was developed using the techniques outlined by Ishwaran et al. [12]. The initial data was split into training and test sets of 7,095 and 2,366 respectively. The parameters that can be controlled when using the particular implementation of RSF [13] include; number of trees constructed (ntree), number of candidate features to try at each split (ntry), minimum number of cases in a terminal node (nodesize), the maximum depth of any tree (nodedepth), and the splitting rule (splitrule).

Features in the final model are of two forms; simple and derived (engineered). Simple features are directly related to attributes in the data set[[3]](#footnote-3) . Derived features are generated through, sometimes complex, combinations and transformations of attributes in the data set. Features fell into several broad categories;

**Demographic:** Age, gender and race.

**Socioeconomic**: As described earlier, these included US Census based measures of median income and education as well as county based health statistics.

**Access to Care:** With the location information, it was also possible to create several features used as surrogates for ease of access to care such as; distance to PCP, distance to admitting facility. For spells covering multiple claims and multiple facilities, the distance to the initial admitting facility was used, density of care providers within zip-code.

**Care Process:***Admission Type*: Emergency, Urgent, Elective, Trauma Center, Unknown  
*Admission Source:* Physician referral, Clinic referral, HMO referral, Transfer from Other Hospital, Transfer SNF, Transfer Emergency room, Transfer ASC, Transfer Hospice.  
*Transition / Discharge Patterns.* Coding from the original CCLF data files provides 33 codes for patient disposition upon discharge [13]. When there are multiple claims within a spell of care, the sequence of discharge codes describes a sequence of transitions. Nineteen distinct sequences were observed with 67% limited to a single transition, 18% included two transitions, 9% involved three transitions, and 6% involved four or more transitions. The largest number of transitions for a single patient spell was 14. It should be noted that many of these transitions were not care related and could be attributed to billing cycles and other administrative procedural issues. In addition to coding the patterns of transition, a simple count was also included in the model.  
*Length of Spell (LOSp):* This was calculated as the total time elapsed (in days) from the beginning of the patients care spell to the end. In addition, the length of stay for each episode was tracked and the ratio of LOSp to average episode duration was calculated and used as a feature. When a spell includes only one episode, this value is 1. When there were multiple episodes/claims within a single spell and that spell is long in duration, this value is greater than one. For the patient with 14 episodes within a single spell, the overall LOSp was 87 days and the average length of within spell episode was 4.3 resulting in a ratio of 20.2.

Medical Condition: This category of features included those derived from ICD-9 codes and is the focus of the remainder of this discussion

# Feature Engineering of ICD–9 Encoded Attributes

Feature engineering, or the process of deriving features in a model from a large number of base dimensions, reduces model complexity while preserving the information value of that data. Anderson et al. provide a useful background into the importance of feature engineering, explaining common problems associated with it [21]. Guyon and Elissee present a strong overview of feature selection, detailing the process of selecting variables and explaining its usefulness in machine learning applications [35]. Inpatient admission diagnoses, which are provided as ICD-9 codes in the CMS claims data, are high dimensionality attributes which are candidates for feature engineering. ICD-9-CM codes for diagnoses and procedures have seen ubiquitous use in the development of models predicting patient outcomes. Unfortunately, these codes do not have an intrinsic scale or basis and combining multiple codes in a meaningful way is left to the user. Dozens of individual codes may be associated with a single patient encounter, some more relevant to interpreting the patient’s condition, and potential outcomes, than others. There is nothing inherent in the coding system to distinguish the important codes from the others, which is often dependent on the context of the patient’s condition. A number of scoring systems that combine multiple codes as observed for a single patient have been develop such as the comorbidity index of Deyo et al. [36]. These scoring systems rely on human experience weighted through statistical modeling against known outcomes, and can fairly described as “expert systems” and as such are limited to the combinations examined by these experts.

There are several ways in which the multiple diagnoses codes could be combined in a “context free” manner, that is without regard as to the meaning or interpretability of each code, from simply directly combining the codes into single strings which are then recoded as a categorical feature or factor. For example a patient with the codes “572.3” and “249.10” would be coded as “572.3:249.10”, if sorted descending prior to combination. This results in some 943 unique combinations in the data set used. The resulting “dummy” variable matrix is extremely sparse and provides little additional predictive power to the basic model. By taking into account the sequence in which the diagnoses were rendered, additional temporal information can be captured. Directed graphs are one way in which event and sequence information can be simultaneous coded. We adapted a technique initially proposed by Liu et al. [37] for encoding the sequentially rendered diagnoses codes. Technical details of the method can be found in Liu et al. 2014.

Adding the sequentially information actually increases (as one would expect) the dimensionality of the derived ICD-9 feature such that there were 4,745 unique combinations of the four most recently rendered diagnoses. Recoding the diagnoses at a higher level within the ICD-9 coding hierarchy reduced the number to 1,052. For example code “573.3” is replaced with the less specific code of “573”. Each sequential combination of codes is represented by a directed graph, which itself is encoded a graph specific data base [38]. Such graphic specific data storage systems are increasingly being used in bioinformatics for the storage and retrieval of complex interconnected data [39]. Once encoded and stored in Neo4j [40], the query language Cypher was used to generate a set of mutually exclusive queries, which in aggregate returned every stored graph. This is analogous to clustering the graphs based on similarity. At the most specific, a query can be designed to return only a single graph, at the least specific, it would return every graph. This approach involved manually generating queries based on a topological overview of the graphs. In the final model, the collection of graphs could be described / retrieved with 78 distinct queries each representing a cluster of similar graphs. Recoding individual observations then involved substituting an identifier for the query that uniquely retrieved that patients sequentially rendered diagnoses graph.

# Results

Detailed discussion of the results can be found in [41]. For our purposes here, we will focus on the impact of including the ICD-9 code based feature described earlier.

# Variable Importance

Due to its complexity, the type of algorithm used to build this predictive model is not amenable to analytical interpretation of the sort available when using less sophisticated (and significantly less accurate) algorithms such as logistic regression. It is possible to determine the relative importance of the variables included in the model. Typically referred to as Variable Importance or VIMP. Table1 presents the relative variable importance of each of the features.

Table : Variable Importance

|  |  |
| --- | --- |
| Feature | RVIMP |
| LOSp | 1.000 |
| Charlson | 0.961 |
| diagCDSequence | 0.898 |
| patientAge | 0.794 |
| admitTypeSequence | 0.617 |
| dschrgCDSequence | 0.566 |
| medianIncome | 0.390 |
| eduHS | 0.159 |
| patientRace | 0.031 |
| routeIRF | 0.007 |
| routeSNF | 0.004 |
| routeICF | 0.000 |

**LOSp**: Length of Spell in days

**Charlson**: Charlson comorbidity score. The range for this data set was from 0 to 11.

**diagCDSequence**: Sequence of diagnoses codes encoded as a directed graph and allocated to one of 78 clusters based on query similarity.

**admitlDiagCDSequence**: Concatenated sequence of admission diagnosis codes (ICD9).

**patientAge**: Patient’s age in years at time of discharge

**admitTypeSuence**: Concatenated sequence of admission type codes.

**dischrgCDSequence**: Concatenated sequence of discharge codes.

**medianIncome**: The median income (in dollars) reported for the census block in which the patient resides.

**eduHS**: The probability that an adult living in the patient’s census block completed High School.

**patientRace**: The patient’s reported race.

**routeIRF, routeSNF, routeICF:** A set of three features used to indicate if the patient’s discharge pathway included an SNF (Skilled Nursing Facility), IRF (Inpatient Rehabilitation Facility), or ICF (Intermediate Care Facility respectively).

The process for calculating the VIMP values is essentially one in which each of the features in the final model is removed, one at a time, and the model is re-run and cross-validated. The reduction in predictive power then represents the importance of each feature. When interaction terms between features are included in the model, the process becomes more complex as groups of features must be tested. In the case of Random Survival Forest models, interaction terms are not directly included in the model formulation, rather the impact of interactions is implicitly accounted for in the branching process used to grow the large number of trees (in this case 500).

The graph encoded feature diagCDSequence, was among the top three most important variables, contributing very significantly to the predictive power of the model. As described in more detail below, the final model exhibited an average concordance index (CI) of 0.72 when diagCDSequence was included. Without this feature, the average CI dropped to 0.61. When a feature coded as the sorted and concatenated ICD-9 codes was substituted for diagCDSequence, the resulting average CI was 0.64.

# Error Measurement, Model Tuning, and Performance

For statistical learning models where survival time and hazard rates are the predicted outcome or target, the underlying distributions of and are highly skewed and the data itself is right censored, error measures that compare predicted survival times to actual survival times are far too restrictive. The use of biased estimators compounds this issue. An alternative is to cast the task as one of ranking survival times rather than estimating those times outright. Individual pairs of patients can then be ranked as to which estimated time to event (readmission in this case) was shorter and then testing this against the known outcomes. This approach is a form of Concordance Index (CI) [42], which itself is related to the Mann-Whitney Parameter [43], adjusted for censored data. When applied to the test data set, a pair of patients is considered concordant if the risk of the event predicted by a model is lower for the patient who experiences the event at a later time point. The concordance probability (C-index) is the frequency of concordant pairs among all pairs of subjects. It can be used to measure and compare the discriminative power of a risk prediction models. In this setting, the concordance probabilities are weighted by the inverse of the probability of censoring in order to adjust for right censoring. Cross-validation based on bootstrap resampling or bootstrap subsampling can be applied to assess the discriminative power of various modelling strategies on the same set of data. While useful as an overall model performance measure, the CI is less useful for model tuning in which features are added and removed as small changes in predictive power are difficult to detect.

# Current Model Performance

The current iteration of the model was the set of 9,461 care spells between 2013-01-01 and 2014-09-17 described earlier. The training set included 7,095 cases, with the remaining 2,366 allocated to the test set. Figure 1 presents a graph of the C-index between days 1 and 60 for the current version of the predictive algorithm. The reference model is the non-parametric Kaplan-Meier estimator. The RSF model outperforms the reference model in all but a small range of days. Performance of both models is difficult to ascertain within the first five days due to the small number of cases where patients were readmitted within that time period.

Figure : Model Performance
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1. As defined here, an episode of inpatient care can be described as a contiguous period of time when a patient was treated in a specific location for a specified condition. A spell of care is a chain of related episodes in chronological order. [↑](#footnote-ref-1)
2. Ensemble learning is the process by which multiple models, such as classifiers or experts, are strategically generated and combined to solve a particular computational intelligence problem. Ensemble learning is primarily used to improve the (classification, prediction, function approximation, etc.) performance of a model, or reduce the likelihood of an unfortunate selection of a poor one [↑](#footnote-ref-2)
3. Attributes may be transformed, centered or rescaled [↑](#footnote-ref-3)